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Classical test theory, which the authors maintain applied psychologists are still too often exclusively taught, are contrasted with the new rules of measurement. In the newer, model-based version of test theory, called item response theory (IRT), some well-known rules of measurement no longer apply. Six old rules of measurement that conflict with the new rules are reviewed, and intuitive explanations of the new rules are provided. Readers are also directed to additional informational sources about IRT, which, it is argued, every psychologist should be familiar with.

In an ever-changing world, psychological testing remains the flagship of applied psychology. Although both the context of application and the legal guidelines for using tests have changed, psychological tests themselves have been relatively stable. Many historically valued tests, in somewhat revised forms, remain in active current use. Further, although several new tests have developed in response to contemporary needs in applied psychology, the principles underlying test development have remained constant. Or have they?

Classical test theory has served test development well over several decades. Guililksen's (1950) classic book, reprinted even in the 1990s, is often cited as the defining volume. However, classical test theory is much older. Many procedures were pioneered by Spearman (1907, 1913). Most psychologists should, and in fact do, know its principles. In some graduate programs, classical test theory is presented in a separate course that is required for applied psychologists and elective for other areas. In other graduate programs, classical test theory is part of the basic curriculum in testing methods for courses for clinical, counseling, industrial–organizational, and school psychologists.

However, since Lord and Novick's (1968) classic book introduced model-based measurement, a quiet revolution has occurred in test theory. Model-based measurement, known as item response theory (IRT) or latent trait theory, has rapidly become mainstream as a theoretical basis for psychological measurement. Increasingly, tests are developed from model-based measurement not only because the theory is more plausible but also because the potential to solve practical testing problems is greater.

A large family of diverse IRT models are now available to apply to an assortment of measurement tasks. IRT applications to available tests will be increasing. Although the early IRT models emphasized dichotomous item formats (e.g., the Rasch model), extensions to other item formats, such as rating scales (Andrich, 1982) and partial credit scoring (Masters, 1982) are now available. Further, the undimensional IRT models have been generalized to multidimensional models such that traits may be measured by comparisons within tasks (Kelderman & Rijkes, 1994), across conditions (Embretson, 1991), or conditioning on test-taking strategy (Rost, 1990). Also, the traits may be trait scores, personality traits, dispositions, or even attitudes.

To provide continuity between the new test theory and the old test theory, Lord and Novick (1968) derived many classical test theory principles from IRT. On the surface, this is good news to the busy applied psychologist who knows classical test theory but not IRT. The existence of derivations seemingly suggests that the rules of measurement, although rooted in a more sophisticated body of axioms, remain unchanged.

However, the new rules of measurement are fundamentally different from the old rules. Many old rules, in fact, must be revised, generalized, or even abandoned. This article has several goals. First, to illustrate the depth of the differences between measurement principles, a few well-regarded old rules will be compared with the corresponding new rules. Second, the basis of these new rules will be explained in nonstatistical language. Third, the reasons why the new rules of measurement are not widely known among psychologists will be explored.

A Comparison of Measurement Rules

Several old "rules" of measurement may be gleaned from the principles of classical test theory or its common extension. Other old "rules" are implicit in many applied test development procedures. Table 1 shows six old rules that will be reviewed here. The six old rules are followed by six corresponding new rules, which obviously conflict with the old rules.

I would argue that the old "rules" represent common knowledge or practice among psychologists. These rules have guided the development of many, but certainly not all, published psychological tests. Obvious exceptions are tests that are developed by large-scale testing corporations such as the Educational Testing Service (ETS) and the American College Testing Program (ACT), in which non-IRT procedures have been developed to circumvent the limitations of some old rules. That is, nonlinear test equating (see Holland & Rubin, 1982) and population-free item indexes, such as the delta index used by ETS (see Gullik-
Table 1
Old and New Rules of Measurement

<table>
<thead>
<tr>
<th>Rule no.</th>
<th>Old rule</th>
<th>New rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>The standard error of measurement applies to all scores in a particular population.</td>
<td>The standard error of measurement differs across scores, but generalizes across populations.</td>
</tr>
<tr>
<td>2.</td>
<td>Longer tests are more reliable than shorter tests.</td>
<td>Shorter tests can be more reliable than longer tests.</td>
</tr>
<tr>
<td>3.</td>
<td>Comparing test scores across multiple forms depends on test parallelism or adequate equating.</td>
<td>Comparing scores from multiple forms is optimal when test difficulty levels vary across persons.</td>
</tr>
<tr>
<td>4.</td>
<td>Unbiased assessment of item properties depends on representative samples from the population.</td>
<td>Unbiased estimates of item properties may be obtained from unrepresentative samples.</td>
</tr>
<tr>
<td>5.</td>
<td>Meaningful scale scores are obtained by comparisons of position in a score distribution.</td>
<td>Meaningful scale scores are obtained by comparisons of distances from various items.</td>
</tr>
<tr>
<td>6.</td>
<td>Interval scale properties are achieved by selecting items that yield normal raw score distributions.</td>
<td>Interval scale properties are achieved by justifiable measurement models, not score distributions.</td>
</tr>
</tbody>
</table>

Figure 1 shows the classical test theory (CTT) results for $SE_{\text{msmt}}$ for two different populations on a 30-item test with a normal item difficulty range. The data in Figure 1 are based on 1,000 cases per population. $SE_{\text{msmt}}$ is plotted by z scores representing trait levels. Consistent with the assumptions of CTT, $SE_{\text{msmt}}$ is constant across trait levels but differs between the populations.

New Rule 1, from IRT, conflicts with both aspects of Old Rule 1. To show this concretely, a trait-level score and a corresponding $SE_{\text{msmt}}$ were estimated using the Rasch (1960) IRT model for each person in the same two populations as for CTT. The Rasch model is most similar to CTT applications because the ability parameter is estimated from raw total scores. With the Rasch model, trait levels were estimated separately for each score or response pattern, controlling for the characteristics (e.g., difficulty) of the items that were administered.

The IRT values for $SE_{\text{msmt}}$ in Figure 1 are identical for the two populations (noted as “IRT-All Populations”). In the max-

Because populations often differ in reliability and variability, Equation 1 will yield different standard errors of measurement.
imum-likelihood estimation method, trait level and the corre-
sponding $SE_{\text{new}}$ estimates depend only on the total score or
response pattern. However, Figure 1 shows that $SE_{\text{new}}$ is not
constant across trait levels. $SE_{\text{new}}$ is lowest for moderate trait
levels (i.e., z scores near zero) and highest for extreme trait lev-
els. The difference in $SE_{\text{new}}$ by trait level reflects the distribu-
tion of item difficulty. For extreme scores, tests usually contain
too few items that are appropriate for the extreme trait level.
Consequently, IRT estimates $SE_{\text{new}}$ to be high for extreme
scores.

In IRT measurement errors for each individual trait level are
estimated, but it is also possible, as in CTT, to have a single
value to describe the population. In IRT, the composite value is
a mean of the individual values, whereas in CTT the single value
applies to all trait levels. A composite value for $SE_{\text{new}}$ for a
population can be computed by averaging the IRT estimates
across individuals. Thus, in Figure 1, the various $SE_{\text{new}}$'s would
be weighted by the frequency of the abilities to which they cor-
respond. For the IRT values in Figure 1, the composite $SE_{\text{new}}$
is .33.

Rule 2: Test Length and Reliability

Old rule 2. Longer tests are more reliable than shorter tests.
New rule 2. Shorter tests can be more reliable than longer
tests.

In CTT, the Spearman-Brown prophecy formula directly im-
plies that longer tests are more reliable than shorter tests. Guil-
ford (1954) showed that lengthening a test by a factor of $n$ par-
allel parts results in true variance increasing more rapidly than
error variance. If $r_n$ is the reliability of the original test, the
reliability of the lengthened test $r_{nn}$ may be anticipated as follows:

$$ r_{nn} = \frac{nr_n}{1 + (n-1)r_n}, \quad (2) $$

where $n$ is the ratio of the number of new items to the number
of old items. Equation 1 may also be applied to shortened tests.
That is, if a test with a reliability of .86 is shortened to two thirds
of the original length ($n = .667$), then the anticipated reliability
of the shorter test is .80. Thus, in CTT, shorter tests generally
imply increased measurement error. The new rule from IRT
asserts that short tests can be more reliable than longer tests. In
Figure 2, the IRT $SE_{\text{new}}$ is plotted by trait level for four tests
for 3,000 individuals. Two tests have fixed item content; that is,
the same items are administered to each individual. In this case,
it can be seen that IRT, like CTT, has lower $SE_{\text{new}}$ error for the
longer test. The composite $SE_{\text{new}}$'s for the 30-item and the 20-
item tests, respectively, are .349 and .419.

But, notice that $SE_{\text{new}}$ for another 20-item test plotted in
Figure 2, namely an adaptive test, is drastically smaller for most
trait levels than for the 30 item fixed content test. Adaptive test
items are individually selected for a person to be optimally ap-
propriate for his or her trait level. Thus, items that are too ex-
treme for the person are avoided. A direct result of adaptive
testing is to provide very small $SE_{\text{new}}$ across trait levels. The
composites $SE_{\text{new}}$ for the adaptive test in Figure 2 is .279, which
is smaller than the corresponding composite for the 30-item
test. The adaptive test has the same item discriminations as the
items on the fixed content test.

Thus, the new rule of test length represents the advantage of
adaptive tests or fixed-content tests. Notice that a longer adap-
tive test yields smaller $SE_{\text{new}}$ error, like CTT. But, as shown by
the composite measurement errors across trait levels, the shorter (adaptive) test can be more reliable than the longer nor-
mal-range test.

In fairness to classical test theory, it should be noted that an
assumption underlying the Spearman-Brown prophecy formula
is that the test is lengthened with parallel parts. An adaptive test,
by its nature, does not to meet this assumption. However, the
point here is that the old rule about test length and reliability
conflicts sharply with current practice in adaptive testing,
which is based on the new rule from IRT.

Rule 3: Interchangeable Test Forms

Old rule 3. Comparing test scores across multiple forms de-
pends on test parallelism or test equating.
New rule 3. Comparing test scores across multiple forms is
optimal when test difficulty levels vary between persons.

When individuals receive different test forms, some type of
equating is needed to compare their scores. In traditional CTT,
equating meant establishing that the different test forms were
essentially equal. Gulliksen’s (1950) classic text defined strict
conditions for test parallelism in CTT, which included the
equality of means, variances, and covariances across test forms.
According to Gulliksen (1950), if the two tests meet the statis-
tical conditions for parallelism, then scores may be regarded as
comparable across forms.

More recent extensions of CTT have considered the test form
equating issue more liberally, as score equivalencies between
forms. So, for example, if an individual receives a score of 21 on
Test Form A, an expected score on Test Form B may be given.
Several procedures have been developed equating tests with
different item properties, such as linear equating and equiper-
centile equating. These methods are used in conjunction with
various empirical designs such as random groups or common
anchor items (see Angoff, 1982, for a summary of several such
methods). For a simplified example, suppose that both test

![Figure 2. Measurement error and test length.](image-url)
forms could be given to the same group with no carry-over effects. A very simple linear equating would involve regressing scores from one test form to the other test form. Score equivalencies between the test forms are established by using the regression equation to predict scores. This type of equating method can be applied to test forms that have different means, variances, and even reliabilities.

Although even wholly different tests can be linked by the newer equating methods, equating error can be problematic. That is, the score equivalencies represent expected values and individual fluctuations may be rather large. Equating error is influenced by differences between the test forms, especially in test difficulty level (see Peterson, Marco, & Stewart, 1982).

Thus, test forms with high reliabilities and similar score distributions will be most adequately equated.

The effect of test difficulty differences on equating error may be readily seen in Figure 3, top panel. Data for 3,000 examinees were simulated for two 30-item test forms with equal item properties except for item difficulty level. A linear equating between the two test forms is given by the regression line from the easy to the hard test. Equating error is readily discerned on Figure 3 by the dispersion of scores around the regression line. For a hard test score of zero, examinees are observed with scores ranging from 0 to 20 on the easy test. The hard test simply does not have the floor to distinguish between these examinees, and so equating is not very satisfactory. Further, a linear equating is not...
adequate to establish score correspondence. The relationship between test scores is obviously nonlinear. The upper panel of Figure 3 shows that easy test scores are underestimated at some score levels, overestimated at others. The low ceiling of the easy test compresses high scores, whereas the high floor of the hard test compresses low scores. Thus, a nonlinear regression is needed to fully describe score correspondence. The correlation between test scores is .805, which yields an expected true score correlation for either test of .897 (i.e., \( .805^{1/2} \)).

The IRT version of “equating” follows directly from the IRT model, which implicitly controls for item differences between test forms. The lower panel of Figure 3 shows the same simulation sample with trait level estimates obtained from IRT-scaled adaptive tests. Because adaptive test items are individually selected for a person, in large populations, hundreds of different “test forms” may be administered. For the data in the lower panel of Figure 3, item difficulty differences between “test forms” were directly controlled in the trait level estimates from the Rasch IRT model. Because the data are simulated, true trait level was known. So, this panel shows the regression of true trait level on the estimated trait scores from the adaptive tests. It can be seen that prediction is more accurate than in the top panel of Figure 3, as the correlation is .985.

Most important, better estimation of trait levels for all individuals are obtained from administering different test forms. More accurate estimation of each individual means that score differences are more reliable. Thus, the new rule from IRT means that nonparallel test forms that differ substantially, and deliberately, in difficulty level from other forms, yield better score comparisons.

**Rule 4: Unbiased Assessment of Item Properties**

**Old rule 4.** Unbiased assessment of item properties depends on representative samples from the target population.

**New rule 4.** Unbiased estimates of item properties may be obtained from nonrepresentative samples.

Assessing the classical item statistics of item difficulty (i.e., \( p \) values as the proportion passing) and item-total correlations (biserial correlations) yields noncomparable results if obtained from unrepresentative samples. Suppose that two biased samples are taken from a population: a low group, with scores below the mean, and a high group, with scores above the mean. These results are taken from the same simulation study as just described, such that approximately half the 3,000 cases fall in each group.

In the upper panel of Figure 4, the estimated \( p \) values for items are plotted from the two groups. A linear regression would indicate that the relative intervals between items is maintained. However, notice that the relationship between \( p \) values, although monotonic, is not linear. The distances between items with high \( p \) values is greater in the low group, whereas the distances between items with low \( p \) values is greater in the high group. The correlation between \( p \) values is only .800. The biserial correlations (not shown) of items with total score differs even greater between groups because the relationship was curvilinear.

The lower panel of Figure 4 shows the item difficulty values that are obtained by a Rasch model scaling of the same data as shown in Figure 4’s top panel. In the lower panel, unlike in the top panel, the correspondence of item difficulty values is quite close between the two extreme groups. The correlation between item difficulty values in the lower panel is .997.

**Rule 5: Establishing Meaningful Scale Scores**

**Old rule 5.** Meaningful scale scores are obtained by standard scores.

**New rule 5.** Meaningful scale scores are obtained from IRT trait score estimates.

Embretson and DeBoeck (1994) noted that test score meaning depends on specifying an appropriate comparison. A comparison is defined by two features: (a) the standard with which a score is compared and (b) the numerical basis of the comparison (order, difference, ratio, etc.).

In CTT, score meaning is determined by a norm-referenced
standard, and the numerical basis is order. That is, scores have meaning when they are compared with a relevant group of people for relative position. To facilitate this comparison, raw scores are linearly transformed into standard scores that have more direct meaning for relative position. An objection that is often raised to norm-referenced meaning is that scores have no meaning for what the person actually can do.

In IRT, a score is compared with items; persons and items are calibrated on a common scale. For example, on the right side of Figure 5 is a distribution of item difficulties. On the left side of the figure is the distribution of scores for a group of people. The match between trait level and item difficulty has direct meaning for expected item performance. For Item 112 (e.g., with a scale value of 1.5), people in the distribution who fall below this item are more likely to fail than to pass. That is, the probability that a person passes a particular item is derived from the match of item difficulty to trait level. As in psychophysics, an item is at the person's threshold when the person is as likely to pass as to fail the item. When an item's difficulty equals the person's trait level (i.e., in the Rasch model), then the person's probability of failing equals the probability of passing. Or, stated another way, the odds are 50/50 for passing versus failing. Thus, analogous to psychophysics, the item falls at the person's threshold. If the person's trait level exceeds the item, then the person is more likely to pass the item. Conversely, if a person's trait level is lower than item difficulty, then the odds are more favorable for failing the item.

To summarize, in IRT models, the meaning of a score can be referenced directly to the items. If these items are further structured by content, substantive trait level meaning can be derived. The sample items in the figure are from a mathematics word problem test. The substantive features of the sample items are shown on the right side of Figure 5. These features were derived from a cognitive model of mathematical problem solving. People who can solve Item 112 correctly are likely to be able to process a complex schema on linguistically difficult problems that require algorithmic transformations. Further details are given in Embretson (1995).

In some tests, particularly achievement tests, IRT trait levels are also linked to norms. In this case, IRT scores are linearly transformed to standard scores. Thus, IRT trait levels also can have norm-referenced meaning.

**Rule 6: Establishing Scale Properties**

**Old rule 6.** (Implicit) Interval scale properties of measures are achieved by selecting items to achieve normal raw score distributions.

**New rule 6.** Interval scale properties are achieved by justifiable measurement models.

Routine test development procedures for many psychological tests include selecting items to yield normal distributions in a target population. Even if normal distributions are not achieved in the original raw score metric, scores may be transformed or normalized to yield a normal distribution. These transformations are nonlinear, and so change the relative distances between scores.

Score distributions have implications for the level of measurement that is achieved. The hard test and easy test data in the top panel of Figure 3 yield skewed score distributions. In that panel, the best-fit linear regression is obviously inadequate to describe the nonlinear relationship between the test scores. Figure 6 uses the same data as Figure 3 to show how interval scale values are not achieved by CTT but are achieved by IRT. In the top panel of Figure 6, the values for the hard-versus-easy tests are shown again, here with the appropriate nonlinear regression curve.

To understand how score distributions on the two tests influence the level of measurement, consider an example of four persons, shown on Figure 6. On the hard test, Person 2's score is 5.
points higher than Person 1’s score. The anticipated score difference on the easy test is approximately 4 points. Similarly, on the hard test, Person 4’s score is 5 points higher than Person 3’s score. However, on the easy test, their anticipated score differences are less than 1 point. Thus, the relative distances between scores are not the same from the hard to the easy test. Only ordinal level measurement has been achieved on one or both tests.

Jones (1971) pointed out that the classical methods to develop normally distributed trait scale scores will achieve interval scale measurement under certain assumptions. Specifically, these assumptions are that true scores (a) have interval scale properties and (b) are normally distributed in the population. Only linear transformations preserve score intervals as well as distribution shapes (see Davison & Sharma, 1990, for the latter). Thus, if raw scores are normally distributed, then only a linear transformation, such as a standard score conversion, will preserve score intervals to appropriately estimate true score. Notice, however, that scale properties are tied to a specific population. If the test is applied to a person from another population, can the interval scale properties still be justified? If not, then scale properties are population-specific.

For IRT models, particularly the Rasch model, several articles (e.g., Fischer, 1995; Roskam & Jansen, 1984) show how interval or even ratio scale properties are achieved. The Rasch model also has been linked to fundamental measurement (see
Andrich, 1988) because of the simple additivity of the parameters. A basic tenant of fundamental measurement is additive decomposition (see Michel, 1990), in that two parameters are additively related to a third variable. In the Rasch model additive decomposition is achieved; the log odds that a person endorses or solves an item is the simple difference between his or her trait level, $\theta_i$, and the item's difficulty, $b_j$, as follows:

$$\log \text{Odds}_ij = \theta_i - b_j. \quad (3)$$

According to the principle of additive decomposition, interval scale properties hold if the laws of numbers apply. Specifically, the same performance differences must be observed when trait scores have the same inter-score distances, regardless of their overall positions on the trait score continuum. Suppose, for example, that the trait level distance between Person 1 and Person 2 equals the distance between Person 3 and Person 4. Now, these intervals are justifiable if the same performance differential exists between the two pairs of persons. This property was not achieved for the CTT tests in the lower panel of Figure 6.

However, the relative performance differentials are maintained across tests of different difficulty for IRT. The lower panel of Figure 6 shows the regression of log odds for an easy ($b_i = -1.5$) and a hard item ($b_i = 1.5$) on trait level. The regression lines were obtained directly by applying Equation 3 to the various trait levels for each item. Also shown in the lower panel of Figure 6 are trait levels for four persons. As for the hard test in the upper panel of Figure 6, the trait level distance between Person 1 and Person 2 equals the trait level distance between Person 3 and Person 4. These relative distances are maintained in the log odds for both the easy and the hard item. Thus, regardless of item difficulty level, it can be seen that the same relative difference in performance holds. Maintaining relative distances over varying difficulties of items implies that a quality of interval scale measurement has been obtained.

Understanding and Diffusing the New Rules in Psychology

Model-based measurement is complex. Thus, a comprehensible explanation of the new rules is beyond the scope of this short article. A recent chapter (Embreton, in press-a) explains several new rules. Further, several books and edited volumes are available on IRT. Hambleton, Swaminathan, and Rogers's (1991) book is quite readable for a psychological audience, although it is limited somewhat by the examples, which were descriptive in nature. In the Rasch model additively related to a third variable, measurement even though it is not new. Item response theory is often traced to Lord's (1952) monograph on item regression or to Rasch's (1960) book. Further, model-based measurement is increasingly part of test development practice. IRT scaling is now part of several major tests, including the computer adaptive form of the Armed Services Vocational Aptitude Battery (Department of Defense, 1996), the computerized form of the Scholastic Aptitude Test, and the latest revision of the Stanford-Binet (Thorndike, Hagen, & Sattler, 1986). As experts in testing, psychologists should know the fundamentals behind the development of these tests, namely, IRT.

Psychologists have had little exposure to model-based measurement for three reasons. First, IRT is statistically sophisticated as compared with classical test theory. A course on IRT is probably best preceded by a full-year course on graduate statistics. Further, a full course devoted only to IRT may be necessary to develop an adequate understanding. A chapter in a book on testing is most certainly insufficient. Second, and obviously interactive with the first reason, measurement courses have been declining in graduate schools in psychology. Aiken, West, Scheck, and Reno's (1990) survey of graduate programs found that emphasis on measurement had substantially declined over the last 20 years. Graduate students are now barely exposed to classical test theory. So, the need for a full course on IRT has not fit in with the trends Aiken et al. (1990) observed. Third, as of this writing, no adequate textbook for psychologists exists on IRT. To be understood by psychology graduate students (and their professors), IRT must be connected to psychological concepts and illustrated by psychological data.

The textbook issue, obviously, must be addressed by someone in the small group of psychologists who are IRT experts. Currently, there is no such book available, probably primarily because IRT experts have been more concerned with technical issues than with expositional issues. However, the other two issues involve policy in graduate curriculum. Those psychologists who have a stake in the methodology surrounding testing need to plan for model-based measurement in the curriculum. If not, as model-based measurement becomes increasingly routine in testing, it is very possible that testing experts will no longer understand the principles underlying testing.

References


Received May 31, 1996
Revision received July 24, 1996
Accepted July 24, 1996

Mentoring Program Available for International Scholars

APA's Committee on International Relations in Psychology is encouraging publication of international scholars' manuscripts in U.S. journals. To accomplish this initiative, the Committee is looking for authors whose native language is not English to work with U.S. mentors. U.S. mentors will help authors bring manuscripts into conformity with English-language and U.S. publication standards.

The Committee also continues to update its mentor list and is looking for U.S. mentors, especially those with translating and APA journal experience. Interested individuals should contact Marian Wood in the APA International Affairs Office, 750 First Street, NE, Washington, DC 20002-4242. Electronic mail may be sent via Internet to mzw.apa@email.apa.org; Telephone: (202) 336-6025; Fax: (202) 336-5919.